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A lower bound of the covering radius of non-binary irreducible Goppa codes is
obtained.

1 Introduction

Problem of finding the covering radius(CR) of different classes of block codes
remains topical for a long time. The known results of the CR of many classes of
block codes were extended in [1–4]. In particular, the upper bound of irreducible
Goppa codes was presented in [4]. The lower bound for the CR of binary
irreducible Goppa codes was presented by authors in [5]. Let us give some
definitions which are necessary for the explanation of the results presented in
this paper.

Definition 1. [6] A q-ary block code with a polynomial G(x) of a degree τ and
location set

L = {Ui(x)}n
i=1 where Ui(x) =

1
x− αi

, αi ∈ GF (qm), αi 6= αj (1)

and G(αi) 6= 0 is called a Γ(L,G)-code(Goppa code) if any q-ary vector a =
(a1, a2, . . . , an) satisfying the following equation

n∑

i=1

aiUi ≡ 0 mod G(x)

is a codeword of this code.

It is known [7] that the Γ(L,G)-code has the following parameters:

n = |L| = qm, k ≥ n− τm, d ≥ τ + 1.

Definition 2. [7] The Γ(L,G)-code is called an irreducible one if polynomial
G(x) is irreducible over GF (qm).
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It is clear that a length of this code is equal to n = qm. The class of Goppa
codes is a subclass of extended RS-codes (alternant codes) [7]. A parity-check
matrix of Γ(L,G)-code with G(x) = G(x) = grx

r + gr−1x
r−1 + . . . + g1x + g0

can be written in the following form [7]:

H =




G−1(α1) G−1(α2) . . . G−1(αn−1) G−1(0)

α1G−1(α1) α2G−1(α2) . . . αn−1G−1(αn−1) 0

.

.

.

.

.

.
. . .

.

.

.

.

.

.

αr−1
1 G−1(α1) αr−1

2 G−1(α2) . . . αr−1
n−1G−1(αn−1) 0




. (2)

The Γ(L,G)-code can be extended by the addition of parity check for all symbols
of a codeword of Γ(L,G)-code [9–13].

Definition 3. [7] The extension by parity check of a code C of length n over
GF (q) is the code Ĉ of length n + 1 defined by

Ĉ =

{
â = (a1 . . . an+1)|a = (a1 . . . an) ∈ C and

n+1∑

i=1

ai = 0

}
.

Therefore, the location set L1 = L ∪ {1} for the code Ĉ has all possible
unitary polynomials from Fqm [x] of degree less or equal 1 as denominators of
rational fractions. It is obvious that we can make the same extension without
overall parity check and obtain a q-ary Γ1(L1, G)-code with the location set L1

and parameters:

n1 = qm + 1, k1 ≥ n1 − τm, d1 ≥ τ + 1.

The parity check matrix of the Γ1(L1, G)-code can be written in the following
form:

H1 =




G−1(α1) G−1(α2) . . . G−1(αn−1) G−1(0) 0

α1G−1(α1) α2G−1(α2) . . . αn−1G−1(αn−1) 0 0

.

.

.

.

.

.
. . .

.

.

.

.

.

.

.

.

.

αr−1
1 G−1(α1) αr−1

2 G−1(α2) . . . αr−1
n−1G−1(αn−1) 0 1

gr




, (3)

Now let us use an extension of an irreducible q-ary Goppa code that was pre-
sented by V.D.Goppa in [15]. According to the Goppa extension, we obtain a
q-ary Γ2(L2, G)-code with the location set

L2 =

{{
λj

x− αi

}

j=1,m

}

i=1,n

, (4)

where {λ1, λ2, . . . , λm} is a basis of GF (qm) over the field GF (q) and with the
following parameters :

n2 = mqm, k2 ≥ n2 − τm, d2 ≥ τ + 1.
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A q-ary vector c = (c11c12 . . . c1mc21 . . . cnm) will be a codeword of the Γ2(L2, G)-
code iff the following equality is satisfies:

n∑

i=1

m∑

j=1

cijλj

x− αi
≡ 0 mod G(x).

This code is an error-block correcting code [14] with a partition π = [m]q
m

. It
means that codeword of the Γ2(L2, G)-code can be represented as a vector

c = (c11c12 . . . c1mc21 . . . cnm) = (u1u2 . . . un), ui = (ei1ei2 . . . eim).

It is known [14] that the minimum distance between two vectors c = (u1u2 . . . un)
and b = (v1v2 . . .vn) in the π− metric is defined as

dπ(c, b) = wtπ(c− b) = ]{i|1 ≤ i ≤ n, ui 6= vi}.
Using the technique considered above for the transformation of the Γ(L,G)-
code in the Γ1(L1, G)-code and extending it by the basis of the field GF (qm)
over GF (q) we obtain a q-ary Γ3(L3, G)-code with the following parameters:

n3 = mqm + m, k3 ≤ n3 − τm, d3 ≥ τ + 1.

The location set
L3 = L2 ∪ {λ1, λ2, . . . , λm}. (5)

It is easy to see that at the same time this code according to [14] is an error-
block correcting code with partition π = [m]q

m+1.

2 Main result

First of all, let us consider the Γ(L,G)-code with n = qm. Let e = (e1e2 . . . en), ei ∈
GF (q) be an error vector and we can write a syndrome S(x) associated with
this e as

S(x) ≡
n∑

i=1

ei

x− αi
≡ σ(x)

ω(x)
mod G(x).

It is clear that a rational fraction σ(x)
ω(x) , deg ω(x) = 1,deg σ(x) = 0 for the

location set (1) can be obtained if

wt(e) = 1 and ω(x) = x− αi, σ(x) = ei ∈ GF (q) \ {0}.
Then there exist qm(qm − q) different syndromes Sij corresponding to such
different rational fractions:

bij

x− αi
≡ Sij mod G(x), αi ∈ GF (qm), bij /∈ GF (q)
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and these syndromes can not be obtained for any error vector of weight 1. It
is obvious that every such syndrome corresponds to its own error vector e. Let
an error vector e be a coset leader of the Γ(L,G)-code and Sij be its syndrome.
Then the following relation has to be satisfied:

n∑
i=1

ei
x−αi

≡ φ(x)
ψ(x) ≡ Sij(x) ≡ bij

x−αi
≡ σ(x)

ω(x) mod G(x),

deg φ(x) < deg ψ(x) = wt(e),

have that is
φ(x)
ψ(x)

≡ σ(x)
ω(x)

mod G(x).

This equality will be fulfilled if and only if max(deg ψ(x),deg ψ(x)−1+deg ω(x)) ≥
deg G(x), i.e., wt(e) ≥ τ . Hence, we have the lower bound of the covering radius
of the Γ(L,G)-code:

ρ ≥ τ. (6)
It is clear that the Γ2(L2, G)-code has the same lower bound. Finally, let us
obtain the lower bound of the covering radius of irreducible Γ3(L3, G)-codes
with the location set(5) and n3 = mqm + m. Let

e = (e11e12 . . . e1me21 . . . enme01e02 . . . e0m), eij ∈ GF (q) (7)

be an error vector. Then, for the Γ3(L3, G)-code the syndrome S(x) corre-
sponding to this error vector is defined by the following relation:

n∑

i=1

m∑

j=1

eijλj

x− αi
+

m∑

j=1

e0jλj =
σ(x)
ω(x)

≡ S(x) mod G(x).

In this case, for location set (5) and the error vector e with wtπ(e) = 1 we can
obtain or a rational fraction:

σ(x)
ω(x)

,deg ω(x) = 1, deg σ(x) = 0, (8)

or an element
m∑

j=1

e0jλj ∈ GF (qm), (9)

where

ω(x) = x− αi, αi ∈ GF (qm), σ(x) = σ0 =
m∑

j=1

eijλj , σ0 ∈ GF (qm) \ {0}.

In other words, a possible error vector of weight 1 in π-metric is defined by a
syndrome corresponding to any rational fraction (8) or to any element (9).
Now, for the proof of the lower bound of the covering radius of the Γ3(L3, G)-
code we use Lemma 1 similar to Lemma 3 from [5] .
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Lemma 1. The number of different nonzero syndromes Sij(x) ∈ Fqm [x],
deg Sij(x) < deg G(x) such that

aij

ϕi(x)
= Sij(x) mod G(x) (10)

is equal to qmτ − 1, where G(x) is an unitary separable polynomial from Fqm [x]
, deg G(x) = τ , ϕi(x) is an unitary polynomial from Fqm [x], 0 ≤ deg ϕi(x) ≤
τ − 1, aij ∈ GF (qm) \ {0}.

There exists an unique rational fraction of the form (10) that is, for every
qmτ − 1 possible nonzero syndrome Sij (10). Thus, there exists an irreducible
polynomial ϕi(x) of the second degree and an element aij ∈ GF (qm) such
that relation (10) from Lemma 1 is fulfilled. For any such polynomial ϕi(x) of
the second degree, a corresponding error vector should exist. Let us define a
coset leader e of Γ3(L3, G)-code and Sij ≡ aij

ϕi(x) mod G(x) be its syndrome.
Obviously, for vector e, the following equality has to be fulfilled:

n∑
i=1

m∑
j=1

eijλj

x−αi
+

m∑
j=1

e0jλj ≡ φ(x)
ψ(x) ≡ Sij(x) ≡ aij

ϕi(x) mod G(x),

deg φ(x) < deg ψ(x) = wtπ(e) ≤ wt(e),

or
φ(x)
ψ(x)

≡ aij

ϕi(x)
mod G(x). (11)

It is clear that relation (11) will be fulfilled if max(deg ψ(x),deg φ(x) + 2) ≥
deg G(x) only, i.e. wt(e) ≥ wtπ(e) ≥ τ − 1. Now, we immediately obtain the
lower bound of the covering radius of the irreducible Γ3(L3, G)-code:

ρ ≥ τ − 1. (12)

3 Conclusion

The lower bounds of the covering radius for all classes of q-ary irreducible Goppa
codes (classical and extended) are presented.
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