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## Summary

Infinite families of linear binary nested completely regular codes with covering radius $\rho$ equal to 3 and 4 are constructed.
In the usual way, i.e., as coset graphs, infinite families of embedded distance-regular coset graphs of diameter $D=3$ and 4 are constructed.
In some cases, the constructed codes are also completely transitive codes and the corresponding coset graphs are distance-transitive.
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$\mathbb{F}_{q}$ finite field of order $q \geq 2$
$C$ a binary linear $[n, k, d]$ code of length $n$, dimension $k$ and minimum distance $d$.
Given a code $C$ with $d=2 e+1$, denote by $C^{*}$ the extended code.
Two vectors $\boldsymbol{x}, \boldsymbol{y} \in \mathbb{F}_{2}^{n}$ are neighbors if $d(\boldsymbol{x}, \boldsymbol{y})=1$.
For a binary code $C$ with covering radius $\rho$ define

$$
C(i)=\left\{\boldsymbol{x} \in \mathbb{F}_{2}^{n}: d(\boldsymbol{x}, C)=i\right\}, \quad i=1,2, \ldots, \rho .
$$
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## Definition 1.

A code $C$ with covering radius $\rho$ is completely regular, if for all $l \geq 0$ every vector $x \in C(l)$ has the same number $c_{l}$ of neighbors in $C(l-1)$ and the same number $b_{l}$ of neighbors in $C(l+1)$.
Define $a_{l}=n-b_{l}-c_{l}$ and note that $c_{0}=b_{\rho}=0$.
Also define $\left(b_{0}, \ldots, b_{\rho-1} ; c_{1}, \ldots, c_{\rho}\right)$ as the intersection array of $C$.
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Clearly any completely transitive code is completely regular.
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An automorphism of a graph $\Gamma$ is a permutation $\pi$ of the vertex set of $\Gamma$ such that, for all $\gamma, \delta \in \Gamma$ we have $d(\gamma, \delta)=1$, if and only if $d(\pi \gamma, \pi \delta)=1$.
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The sequence $\left(b_{0}, b_{1}, \ldots, b_{D-1} ; c_{1}, c_{2}, \ldots, c_{D}\right)$, where $D$ is the diameter of $\Gamma$, is called the intersection array of $\Gamma$. Clearly $b_{0}=k, \quad b_{D}=c_{0}=0, \quad c_{1}=1$.
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Let $C$ be a linear completely regular code with covering radius $\rho$ and intersection array $\left(b_{0}, \ldots, b_{\rho-1} ; c_{1}, \ldots c_{\rho}\right)$. Let $\{B\}$ be the set of cosets of $C$.
Define the graph $\Gamma_{C}$, which is called the coset graph of $C$, taking all different cosets $B=C+\mathrm{x}$ as vertices, with two vertices $\gamma=\gamma(B)$ and $\gamma^{\prime}=\gamma\left(B^{\prime}\right)$ adjacent, if and only if the cosets $B$ and $B^{\prime}$ contain neighbor vectors, i.e., there are $\mathbf{v} \in B$ and $\mathbf{v}^{\prime} \in B^{\prime}$ such that $d\left(\mathbf{v}, \mathbf{v}^{\prime}\right)=1$.
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(Brouwer, Cohen, Neumaier[1989], Rifa, Pujol[1991]) Let C be a linear completely regular code with covering radius $\rho$ and intersection array $\left(b_{0}, \ldots, b_{\rho-1} ; c_{1}, \ldots c_{\rho}\right)$ and let $\Gamma_{C}$ be the coset graph of $C$.
Then $\Gamma_{C}$ is distance-regular of diameter $D=\rho$ with the same intersection array as the code $C$.
If $C$ is completely transitive, then $\Gamma_{C}$ is distance-transitive.
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$H_{m}$ is parity check matrix of the Hamming code $\mathcal{H}_{m}$ of length $n=2^{m}-1, m=2 u$.
$E_{m}$ is the binary representation of the matrix
$\left[\alpha^{0 r}, \alpha^{r}, \ldots, \alpha^{(n-1) r}\right], \alpha$ is a primitive element of $\mathbb{F}_{2^{m}}, r=2^{u}+1$.
$P_{m}$ is the vertical join of $H_{m}$ and $E_{m}$.
The code $C^{(u)}$ with parity check matrix $P_{m}$ is a cyclic binary completely regular $[n, n-(m+u), 3]$ code with $\rho=3$ and with generator polynomial $g(x)=m_{\alpha}(x) m_{\alpha^{r}}(x) \in \mathbb{F}_{2}[x]$, where $m_{\alpha^{i}}(x)$ means the minimal polynomial of $\alpha^{i}$ (Calderbank, Goethals, 1984).
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All the constructed codes contains $C^{(u)}$ and they are contained in the Hamming code $C^{(0)}$.
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From Theorem 5 and Lemma 7 we have
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(iv) $\Gamma^{(i)}$ is distance-transitive for $i \in\{0,1, u\}$ when $m \geq 8$ and for $i \in\{0,1,2,3\}$ when $m=6$.
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The first graphs $\Gamma^{(1)}$ and $\Gamma^{(1) *}$ are well known distance-transitive graphs (Borges, Rifa, Zinoviev, 2014). Graphs $\Gamma^{(u)}$ and $\Gamma^{(u) *}$ are also known (Calderbank, Goethals, 1984; Brouwer, Cohen, Neumaier, 1989). All graphs $\Gamma^{(i)}$ for $i=0,1, \ldots, u$ have been constructed by Godsil and Hensel (1992) using the Quotient Construction. But it was not mentioned in all references above that some of these graphs are completely transitive. Besides, except for the graphs $\Gamma^{(u)}$, it was not stated that these graphs can be constructed as coset graphs. The graphs $\Gamma^{(i) *}$ for $i=2, \ldots, u-1$ seems to be new.

