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Abstract. Two upper bounds on the minimum distance of type-1 quasi-cyclic low-
density parity-check (QC LDPC) codes are derived. The necessary condition is given
for the minimum code distance of such codes to grow linearly with the code length.

1 Introduction

In this paper we investigate the minimum code distance of QC LDPC codes
[1,2]. These codes form an important subclass of LDPC codes [3]. These codes
also are a subclass of protograph-based LDPC codes [4]. QC LDPC codes can
be easily stored as their parity-check matrices can be easily described. Besides
such codes have efficient encoding and decoding algorithms. All of these makes
the codes very popular in practical applications.

In [2] an upper bound on the minimum distance of QC LDPC codes is
derived for the case when the base matrix has all the elements equal to one. In
this case the minimum code distance is upper bounded by a quantity (m+1)!,
where m is a height of a base matrix and at the same time (due to the structure
of the base matrix) the number of ones in a column of the base matrix. In [5]
the results of [2] are generalized for the case of type-w QC LDPC codes (see
Theorems 7 and 8 in [5]). Unfortunately these estimates can be applied only to
a certain parity-check matrix. In this paper we obtain the upper bounds which
are valid for any code from the ensemble of QC LDPC codes with the given
degree distribution. This allows us to formulate the necessary condition for the
minimum code distance of such codes to grow linearly with the code length.
We consider only the case of so-called type-1 QC LDPC codes.

Our contribution is as follows. Two upper bounds on the minimum distance
of type-1 quasi-cyclic low-density parity-check (QC LDPC) codes are derived.
The necessary condition is given for the minimum code distance of such codes
to grow linearly with the code length.

1This research has been supported by RFBR, research projects No. 13-01-12458 and No.
14-07-31197.
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2 Preliminaries

In this paper we only consider binary codes. Let w be some positive integer.
Consider a matrix of size m× n

H(W ) = [hi,j] ∈ {0, 1, . . . , w}m×n.

In what follows the matrix will be referred to as the weight matrix2.
Let us construct a parity-check matrix H of the QC LDPC code C. For

this purpose we extend the matrix H(W ) with circulant matrices (circulants) as
follows:

H =











P1,1 P1,2 · · · P1,n

P2,1 P2,2 · · · P2,n
...

...
. . .

...
Pm,1 Pm,2 · · · Pm,n











∈ F
ms×ns
2 ,

where Pi,j is a circulant over a binary field F2 of size s × s (s ≥ w) and of
weight3 hi,j , i = 1, . . . ,m; j = 1, . . . , n.

Let us denote the length of the code C by N = ns, such inequality follows
for the rate of the code

R(C) ≥ 1−
m

n
.

Remark 1. The constructed code is a type-w QC LDPC code. In what follows
we will only consider type-1 QC LDPC codes, i.e. w = 1. In this case the
matrix H(W ) can be considered as a matrix over F2.

Let F be some field, by F[x] we denote the ring of all the polynomials
with coefficients in F. It is well-known that the ring of circulants of size s × s
over F is isomorphic to the factor ring F

(s)[x] = F[x]/ (xs − 1). Thus with the
parity-check matrix H we associate a polynomial parity-check matrix H(x) ∈
(

F
(s)
2 [x]

)m×n

:

H(x) =











p1,1(x) p1,2(x) · · · p1,n(x)
p2,1(x) p2,2(x) · · · p2,n(x)

...
...

. . .
...

pm,1(x) pm,2(x) · · · pm,n(x)











,

where pi,j(x) =
∑s

t=1 Pi,j(t, 1)x
t−1, by Pi,j(t, 1) we mean an element at the

intersection of the t-th row and the first column in the matrix Pi,j .

Example 1. Matrices

H(W ) =

[

0 1 1
1 0 1

]

and H(x) =

[

0 x2 x
1 0 x2

]

.

2in the literature the matrix is called a base matrix or a proto-matrix.
3the weight of a circulant is a weight of its first row.
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correspond to the parity-check matrix

H =



















0 0 0
0 0 0
0 0 0

0 1 0
0 0 1
1 0 0

0 0 1
1 0 0
0 1 0

1 0 0
0 1 0
0 0 1

0 0 0
0 0 0
0 0 0

0 1 0
0 0 1
1 0 0



















Let us associate the vector

c = (c1, c2, . . . , cn),

where
ci = (ci,1, ci,2, . . . , ci,s), i = 1, 2, . . . , n,

to the vector of polynomials

c(x) = (c1(x), c2(x), . . . , cn(x)),

where ci(x) =
∑s

t=1 ci,tx
t−1.

It is clear, that
HcT = 0 (in the field F2)

is equivalent to

H(x)cT (x) = 0 (in the ring F
(s)
2 [x]).

By the weight of polynomial f(x) we mean the number of non-zero coeffi-
cients. We denote the weight by ||f(x)||. Let us define the weight of the vector
of polynomials c(x) = (c1(x), c2(x), . . . , cn(x)) as follows

||c(x)|| =

n
∑

i=1

||ci(x)||.

3 Minimum code distance

Let us denote the minimum code distance of the code C by D(C). First we
derive a simple bound.

Theorem 1. Let C be a type-1 QC LDPC code with the weight matrix H(W )

and let d be the minimum code distance of the code which corresponds to the
parity-check matrix H(W ), then

D(C) ≤ ds. (1)

Proof. We omit the proof here.
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Let us introduce the notation of a submatrix. Let A be some matrix of size
M ×N . Let I ⊆ {1, 2, . . . ,M} be a subset of rows, J ⊆ {1, 2, . . . , N} – subset
of columns. By AI,J we denote a submatrix of A which contains only rows
with numbers in I and only columns with numbers in J . If I = {1, 2, . . . ,M},
then we use a notation AJ .

To derive the second estimate we start with the following lemma which is
the generalization of Theorem 2 from [2] and shows how to construct codewords
of QC LDPC codes.

Lemma 1. Let C be a type-1 QC LDPC code with the polynomial matrix H(x).
Let J ⊂ {1, 2, . . . , n}, |J | = m+1 and let ∆j(x) = det

(

HJ\{j}(x)
)

, then a word
c(x) = (c1(x), c2(x), . . . , cn(x)), where

cj(x) =

{

∆j(x), j ∈ J,
0, otherwise.

is a codeword of C.

Proof. Let us show that s(x) = H(x)cT (x) = 0 in the ring F
(s)
2 [x]. We only

give the proof for the first element of the syndrome:

s1(x) =

n
∑

j=1

p1,j(x)cj(x) =
∑

j∈J

p1,j(x)∆j(x).

Let J = {j1, j2, . . . , jm+1}. Note, that

s1(x) = det















p1,j1(x) p1,j2(x) · · · p1,jm+1
(x)

p1,j1(x) p1,j2(x) · · · p1,jm+1
(x)

p2,j1(x) p2,j2(x) · · · p2,jm+1
(x)

...
...

. . .
...

pm,j1(x) pm,j2(x) · · · pm,jm+1
(x)















= 0,

as the matrix contains two identical rows. Analogously one can carry out the
proof for the rest elements of the syndrome.

We need to introduce a notation l(t1, t2). Let us arrange the columns of the

matrix H(W ) in ascending order of their weights (i.e. the first columns are of
small weight, the last ones are of large weight). In what follows we assume the

columns of the matrix H(W ) to be in this order. Let lj be a weight of the j-th

column of H(W ), t2 > t1, then

l(t1, t2) =
1

t2 − t1 + 1

t2
∑

i=t1

li.

Let lmax and lmin be accordingly maximum and minimum column weights in
H(W ) (in our case lmax = ln and lmin = l1).
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Theorem 2. Let C be a type-1 QC LDPC code with the weight matrix H(W ) of
size m× n, let k be an integer, such that 0 ≤ k ≤ m and let ℓ = l(2,m+1− k)
then

D(C) ≤ (m+ 1)k!ℓm−k. (2)

Proof. Recall that the columns of the matrix H(W ) are in ascending order of
their weights. Let J = {1, 2, . . . ,m + 1}. Let us construct a codeword c(x) in
accordance to Lemma 1. The last n− |J | positions c(x) are equal to zero.

Consider ∆1(x). Note, that

||∆1(x)|| ≤
m
∏

i=1

min{i, lm+2−i} ≤ k!
m+1−k
∏

j=2

lj , (3)

where lj is a weight of the j-th column in H
(W )
J . This inequality follows from

the fact that the sum for ∆1(x) contains at most k!
∏m+1−k

j=2 lj terms. Each of
this terms is a monomial. Since

m+1−k
∏

j=2

lj ≤ ℓm−k,

then
||∆1(x)|| ≤ k!ℓm−k.

Similar inequalities hold for all the ∆j(x), j ∈ J . As there are at most m+ 1
non-zero positions in a codeword c(x), then

||c(x)|| ≤ (m+ 1)k!ℓm−k.

We should also consider the case when all ∆j(x) = 0 ∀j ∈ J . In this case
Lemma 1 gives a zero codeword. We proceed as follows. We find a non-zero
minor of the maximal order r, r < m in the matrix HJ(x). Let I be a set of
row numbers, S be a set of column numbers, such that HI,S(x) is the minor.
Let S′ = S ∪ j, j ∈ J\S. Consider the submatrix HI,S′(x). We construct a
codeword for this submatrix in accordance to Lemma 1. Note, that this word
contains al least one non-zero position. After appending this word with zeros
on positions {1, 2 . . . , n}\S′, we obtain a codeword for the matrix H(x), as all
the minors of bigger order are equal to zero. In this case we have

D(C) ≤ (r + 1)k!ℓm−k < (m+ 1)k!ℓm−k,

this completes the proof.

Corollary 1. Recall, that k can be chosen arbitrarily (0 ≤ k ≤ m), but the
best estimate can be obtained if k is the largest integer for which the inequality
lm+2−k ≥ k is satisfied.
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Proof. To prove this fact just look at (3).

Remark 2. Note that the bound is better for regular codes. In this case we
have (let ℓ be the column weight, it is easy to check, that k = ℓ)

D(C) ≤ (m+ 1)ℓ!ℓm−ℓ.

If the base matrix is the all one matrix (ℓ = m), we obtain the bound from [2].

Remark 3. Note that the estimate (2) does not depend on s. If m and n are
fixed and s → ∞, then in accordance to the estimate (2) D(C) is upper bounded
by a constant. We also note, that in [6] it is proved that there exist protograph-
based LDPC codes with the following properties: the minimum distance of such
codes grows linearly with the code length while the sizes of the base matrix (m
and n) are fixed.

Corollary 2. Thus, for the minimum code distance D(C) to grow linearly with
the code length N = ns it is necessary, that the estimates (1) and (2) grow
linearly with N .
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