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Abstract. It is established that for any q > 2 the permutation automorphism
group of a q-ary Hamming code of length n = (qm − 1)/(q− 1) is isomorphic to the
unitriangular group UTm(q).

1 Introduction

Let Fn
q be a vector space of dimension n over GF (q) where q is a prime power.

In contrast to the traditional code automorphism group definitions considered
in [1,2], all transformations of the space Fn

q are taken into consideration in the
papers [3–8]. In this paper, following the approach started in [3–8] we prove
that the permutation automorphism group of a q-ary Hamming code of length
n = (qm − 1)/(q − 1) is isomorphic to the unitriangular group UTm(q).

The study of codes automorphism groups is an important topic in the the-
ory of error-correcting codes. Almost all obtained results on the topic concern
binary codes. Phelps in [9] established that every finite group is isomorphic to
the full permutation automorphism group of some perfect binary code. Unfor-
tunately, the result does not elucidate the structure of the full automorphism
group of the code. It is proved in [4, 5] that there exist perfect binary codes
with trivial automorphism groups. The permutation automorphism group of
well-known Vasil’ev code was investigated in the paper [8].

It is well known (see [1]) that the permutation automorphism group of the
binary Hamming codeHn

2 of length n = 2m−1 is isomorphic to the general linear
group GLm(2). Solov’eva and Topalova (see [6]) showed that the order of the
automorphism group of an arbitrary perfect binary code is not greater than the
order of the automorphism group of the Hamming code with the same length. In
addition, these authors in [7] established that the only perfect binary code that
has an automorphism group of maximal order within all perfect binary codes
of the same length is the Hamming code. A similar result was independently
obtained by Malyugin in [10]. Semilinear automorphisms of a q-ary Hamming
code that preserve the Hamming weight are investigated in [2, Sec. 7].

The Hamming distance d(x, y) between vectors x, y ∈ Fn
q is the number of

coordinates where x and y differ. Any subset C of the space Fn
q is a q-ary code
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of length n. If for some e ≥ 0 every x ∈ Fn
q is within the distance e from exactly

one codeword of C, then the code C is called e-perfect (in the sequel simply
perfect). It is well known (see [1]) that nontrivial perfect codes over Fq must
have length n = (qm− 1)/(q− 1) for some integer m ≥ 2 and cardinality qn−m.

A code is linear if it is a subspace of Fn
q . The Hamming codes are the only

linear perfect codes. However Lindström (see [11]) presented group perfect
codes nonequivalent to any linear code.

2 Definitions of codes automorphism groups

A mapping ϕ : Fn
q → Fn

q is called an isometry of the space Fn
q if for any two

vectors x, y ∈ Fn
q the following equality holds: d(x, y) = d(ϕ(x), ϕ(y)).

Suppose π ∈ Sn, where Sn is the symmetric group on n elements of the
ground set {1, 2, . . . , n}. The action of the permutation π on any vector x =
(x1, . . . , xn) from Fn

q is defined by

π(x) =
(
xπ−1(1), . . . , xπ−1(n)

)
.

Following [3] by a configuration we call an isometry σ : Fn
q → Fn

q such that

σ(x) = (σ1(x1), . . . , σn(xn)),

where σi are permutations from the symmetric group Sq acting on the field Fq.
It is widely known (see, e.g., [12–14]) that the automorphism group of the

space Fn
q is a semidirect product of the group Sn on the group Sn

q of all config-
urations, i.e.

Aut(Fn
q ) = Sn i Sn

q = {(π;σ) : π ∈ Sn, σ = (σ1, . . . , σn) ∈ Sn
q }.

The group of all isometries of Fn
q mapping a code C into itself is called the

automorphism group of the code C:

Aut(C) = {(π;σ) ∈ Aut(Fn
q ) : (π;σ)(C) = C}.

It is should be noted that the q-ary code automorphism group definition
given in [2] takes into account the only semilinear mappings preserving the
Hamming weight of codewords.

Multiplying all elements of the field Fq by some nonzero element β ∈ Fq we
get the permutation τβ from Sq:

τβ =
(

0 α0 α1 . . . αq−2

0 α0β α1β . . . αq−2β

)
.
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By S∗q we denote the set of all q − 1 such permutations. Define the monomial
automorphism group of a code C as

MAut(C) = {(π;σ) ∈ Aut(C) : σ ∈ (S∗q )n}.
Let ε be the identity configuration, i.e. all its components are the identity

permutations. It is natural to identify the isometry (π; ε) with the permutation
π. Define the permutation automorphism group of a code C as

PAut(C) = {π ∈ Aut(C)}.

3 The group PAut(Hn
q )

In this section we are going to prove that for any q > 2 the permutation
automorphism group of a q-ary Hamming code of length n is isomorphic to the
unitriangular group UTm(q) where n = (qm − 1)/(q − 1). Let us start with
the definitions of some groups of matrices over Fq. The general linear group
consists of all nonsingular m×m matrices and is denoted by GLm(q). The set
of m×m matrices with units on the main diagonal and zeros above (under) the
diagonal is called the lower (upper) unitriangular group. Both these groups are
isomorphic to each other. The map taking each lower unitriangular matrix L to
the upper unitriangular matrix R = L−T is an isomorphism between these two
groups. Taking that into account we will further denote the groups by UTm(q).

The parity check matrix Hm of the q-ary Hamming code Hn
q of length n =

(qm − 1)/(q− 1) consists of n pairwise linear independent column vectors from
Fm

q . In the sequel we will use the parity check matrix Hm given in the following
way. Consider all nonzero vectors of length m that have 1 as their first nonzero
coordinate. Let α be a primitive element of Fq. In the case m = 2 we have

H2 =
[
0 1 1 1 . . . 1
1 0 α0 α1 . . . αq−2

]
.

Let for any m we have Hm =
[
h1 h2 . . . hn

]
. Then Hm+1 can be defined

by

Hm+1 =



0 h1 h1 h1 . . . h1 . . . hn hn hn . . . hn

1 0 α0 α1 . . . αq−2 . . . 0 α0 α1 . . . αq−2


 ,

here 0 is the all-zero vector of length m. Let Tm denote the column set of the
matrix Hm. If K ∈ GLm(q), then the multiplication y = Kx gives a linear
mapping on Fm

q . It is not difficult to prove the following
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Lemma 1. Any matrix L ∈ UTm(q) gives a bijection on the set Tm.

Note that the linear map mentioned above is a bijection on Tm if the matrix
L is lower unitriangular (in opposite to an upper unitriangular matrix U in the
rule y = xU). In the following lemma we will show that in the group GLm(q)
there are no bijections acting on the set Tm besides those described in Lemma
1.

Lemma 2. If a matrix U belongs to GLm(q) \UTm(q), where m ≥ 1, q > 2,
then in the set Tm there is a vector h such that Uh /∈ Tm.

Proof. We prove the statement by induction on m. Consider the Hamming code
parity check matrix Hm multiplied on the left by a matrix U . For m = 1, there
is nothing to prove since UH1 = [u11][1] = [u11], where u11 6= 0 and u11 6= 1.

Suppose the statement is true for matrices of order m. Now we prove it for
a matrix U of order m + 1. A matrix U can be represented as follows

U =
[
Ũ b
c β

]
,

where Ũ is a m × m submatrix, a column vector b and a row vector c have
length m and β ∈ Fq. We have

UHm+1 =




b Ũh1 Ũh1 + α0b . . . Ũh1 + αq−2b . . . Ũhn . . . Ũhn + αq−2b

β ch1 ch1 + α0β . . . ch1 + αq−2β . . . chn . . . chn + αq−2β


 .

There are the following four possible cases to check.
1. If det Ũ 6= 0 and Ũ /∈ UTm(q), then, by induction hypothesis, there is a

vector hj ∈ Tm such that Ũhj /∈ Tm. Hence,

U

[
hj

0

]
=

[
Ũhj

chj

]
/∈ Tm+1 and therefore h =

[
hj

0

]
.

2. Let either det Ũ = 0 or Ũ ∈ UTm(q), and at the same time b 6= 0. In
this case, the vector b is collinear with some vector of the set Tm. Hence we
have b = γhk for some γ ∈ Fq and hk ∈ Tm.

If det Ũ = 0, then there is a vector hj in Tm such that Ũhj = 0.
On the other hand, if Ũ ∈ UTm(q), then we can apply Lemma 1. Namely,

in the set Tm there is a vector hj that is assigned the vector hk under the action
of the matrix Ũ . So we have Ũhj = hk.

Combining these two subcases we can conclude that the matrix UHm+1 has
a submatrix of the form


δhk (δ + α0γ)hk (δ + α1γ)hk . . . (δ + αq−2γ)hk

chj chj + α0β chj + α1β . . . chj + αq−2β


 ,
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where δ equals either 0 or 1 in accordance with the subcases considered above.
Since the set

{
δ, δ + α0γ, δ + α1γ, . . . , δ + αq−2γ

}
coincides with the set of all

field elements, then for q > 2 one can find an integer l from [0, q− 2] such that
δ + αlγ 6= 0 and δ + αlγ 6= 1. Hence,

U

[
hj

αl

]
=

[
(δ + αlγ)hk

chj + αlβ

]
/∈ Tm+1 and h =

[
hj

αl

]
.

3. If Ũ ∈ UTm(q) and b = 0, then we have β 6= 0 for detU 6= 0. In addition,
we obtain β 6= 1 for U /∈ UTm+1(q). This implies that

U

[
0
1

]
=

[
0
β

]
/∈ Tm+1 and therefore h =

[
0
1

]
.

4. It should be noted that the conditions det Ũ = 0 and b = 0 are not
compatible since detU 6= 0.

Theorem 1. For any n = (qm− 1)/(q− 1), where m ≥ 2, q > 2, it is true that

PAut(Hn
q ) ∼= UTm(q).

Proof. It is known (see, e.g., [2]) that the Hamming code monomial automor-
phism group is isomorphic to the general linear group, namely MAut(Hn

q ) ∼=
GLm(q). The isomorphism θ : MAut(Hn

q ) → GLm(q) can be defined by

θ : M 7→ K, where KTHm = HmMT.

Here Hm is the parity check matrix of the Hamming code Hn
q , the matrix M is

a monomial n× n matrix and K ∈ GLm(q).
By Lemmas 1 and 2 we have θ(PAut(Hn

q )) = UTm(q). Therefore a restric-
tion of the isomorphism θ on the permutation automorphism group ϕ = θ|PAut(Hn

q )

is an isomorphism between PAut(Hn
q ) and UTm(q). This proves the theo-

rem.

The author is very grateful to professor Faina I. Solov’eva for constant atten-
tion to this work, useful discussions and significant improvements in appearance
of the paper.
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